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25 Claims, 6 Drawing Sheets

| 501, Detect receint of message from 4th nods

|502. Exgcite procedure friggered by message

¥
503. Hecelve info about
message from 2nd node
kA

504, Obtain signaling load value associated with precedure

13t total signating load valug

+
505, Add obtained signaling load valus m—]

506. Determine max capadity of signaling loag
vatue of 2nd mge

of sionalin

5037, Determing réSouwrces value associzied with

fomd vaiue of 2nd node |

a2

508, Establish category of 4th nods
based on 2nd total signaling load valus

510, Send info about 1st tofal signaling valus and l

¥ ¥

&11. Measure processing power of 2nd node based on obtained signaling load value ]

.




US 9,143,948 B2

Sheet 1 of 6

Sep. 22, 2015

U.S. Patent

suuswsnseew DUnUSSald

ssmod Busssooyd Buunseawy

snjes peot Bupuls Bunmon

BOOU BIOMIBU 151

SO SUOMIBH DD

8ot wsas

shesssw Bunomsn

&

Sfessom,

BUOU WIOMIBY DUZ

A
801l

st Bussenosd Buunseoi

amea peo; Bugeulis Duusian

sbessow Bugosan

3

abessow

7 SANBLUSIY

Ry
S0l \
. L01
001
susisinseaw Bunussaly
) Jpmisd
SR0U WIOMIBU DD U BASSS00] 10
SISLIBINGEaN
/m,mw
vl
(301

SO0 WIOMIBU 181

BROL MOMIBY DUR

*oBossay ﬁ ~

S01

\

201

/ &
L0}
‘| SANBLLSHY



US 9,143,948 B2

Sheet 2 of 6

Sep. 22, 2015

U.S. Patent

JUSUISINSEal JUes8id "L

. xmﬁmm HIOMBU DT

abesn semod Bussestud INOAE Ol 012

[ BnjEA 80iN0S6] SUILLIBIBE 608 |

| abesn Jamod mgmmmmmgm BINSLSY Q0L |

|

{eryes peo; BueuBis jo Aedes Xeuws sEBRoRY 402

{anja peo Bueubls mmmﬁ SIBINED "B0E |

_mmmmﬁ DR mammmmmmw BN ,mmmm

-

Bor wess/elessay
noge ol apdg
_ ahOssoul 108180 8RO w

ampsoosd enoexs oo

,,,,,,,,,, e e

e v i v s o BT o i e v o v o

{spou Duuouuow Be)

EERE R
- BpoU HioMBU pUZ |

_ o e1mesn + mmmmmmhﬁ BABIEY PO
SUBSEEWNI02




US 9,143,948 B2

Sheet 3 of 6

Sep. 22, 2015

U.S. Patent

£ i
SBGS
G0t peay
SEYEN \ LB
pecy SPON
Denreulis / s
Whins 10 pogsU FON Nm%m \
LHIOUTY ,///
MG mmwm%mm///f
Apesipoue T
JEHLOUE o I ¥ SRS
puosss ssd .
SSIEA
peor "
Duyeulis -~ BHoU
m b AOAIBL 1540
A% AT A A Sl
/ S SYE T MUOT NO
SYE 00 1 VS

5 RO

LE0 8L BIAE

BRI HIGALBU DA

N\

001



US 9,143,948 B2

Sheet 4 of 6

Sep. 22, 2015

U.S. Patent

FAY]S

\

900 Y2l BIAIE 082 b 18D
ZLLGE0 1 DIAIS 02-9 €180
710 062 DINIS 6 -2 F 180
G¥E 00S 8 PIAIS B> 1L IR0

seuoberes an

SDOU RIOMISY DAL

B

SILBAS
BINBA
PECY

XL

SSFOed
aeay
et
SPON

Bugreubis

Loy
BIEMUOR
arima peoF
Buyeulis

e

/

EQ ........... -

UOROLng  SJUBAZT BIEA
Sussaond  peot Buyeulis
180 FaRcliizlinl

BRO0U MICMRIBU I8

/

G0

Mﬁ ded

SOrYEA

pECT
Bugreulbis

SROLU MIOAIBU
PUOISS

GGt



US 9,143,948 B2

Sheet 5 of 6

Sep. 22, 2015

U.S. Patent

("  pug

D

$

aryea peo) BueuBis DOUBIOO US DBSBY 8R0uU PUR 10 temod BuIsSe00d SINSEap LIS

G B

SR B

(B T TP U0 pasel

£

&

SO SUSHIBU TIT O oHBA DB DUIEIDE B0 puS
nue enpa Buyeulis 2101 18] INOUE O PUSS OLY

apou Uiy 0 Aol ysiaeiss ‘6805
-3

Do Bl 80 pUT 00U Uiy B0 ahEa

peo) Bueubis [e10) puz sulEIBY "80G

SHEU DU [0 BHER DEST BUiEUDE 6 A pees
UM DOISIDOSSE BNIBA BOINOSES SUILLIBIRET 405
£

BRHGU TOS 0 BREA

oo Buyeubis 1o Auoeded XRW SUILLISIRGL "O0S

2

SHBATRR DEBIDE BG EL
01 anes peol BueuBis poumIao ppY "508

il

anpascid Ui DEIZIDOSSE aniEA puol Duneubis LB POG |

& £ %

- SO0 DUy oI shesss

| ebessaw Ag peuslibun enpaooid enoexs 205 ,

% hwsmgm DI PAISOSH P06
| epou iy woy ebesssul J0 1010084 10918( "106 |

1

Coomg




US 9,143,948 B2

Sheet 6 of 6

Sep. 22, 2015

U.S. Patent

SPOU HIOMIBU 1834 "G0L

iy Buunsesy ©0g

—_

) Bupues Lo

\

yun Buissanoid "200

&

ki

T

EY

Uy BUEIN0 109

1y Bunosiag qon e

Hury Bunsosy 0L

¥

&




US 9,143,948 B2

1
METHOD AND NODE FOR MEASURING
PROCESSING POWER IN A NODE IN A
COMMUNICATIONS NETWORK

CROSS-REFERENCE TO RELATED
APPLICATION

This application claims priority under 35 U.S.C. Section
119(a) to PCT/EP2011/064899 filed Aug. 30, 2011, which is
incorporated herein by reference in its entirety.

TECHNICAL FIELD

Embodiments herein relate generally to a first network
node and a method in the first network node. More particu-
larly the embodiments herein relate to measuring processing
power in a second network node in the communications net-
work.

BACKGROUND

A typical communications network or system is a collec-
tion of User Equipments (UE), links and network nodes
which together enable communication between the user
equipments. In the communications network, which also may
be referred to as cellular network, the user equipments, com-
municate via a Radio Access Network (RAN) to one or more
core networks (CN).

A user equipment is a mobile terminal by which a sub-
scriber may access services offered by an operator’s core
network and services outside the operator’s network to which
the operator’s RAN and CN provide access. User equipments
are enabled to communicate wirelessly in the cellular net-
work. The user equipments may be for example communica-
tion devices such as mobile telephones, cellular telephones,
laptops with wireless capability, machine-to-machine
devices, or embedded devices in other electronic equipment.
The user equipments may be portable, pocket-storable, hand-
held, computer-comprised, or vehicle-mounted mobile
devices, enabled to communicate voice and/or data, via the
radio access network, with another entity, such as another
user equipment or a server.

The communications network covers a geographical area
which is divided into cell areas. Each cell area is served by a
base station, e.g. a Radio Base Station (RBS), which some-
times may be referred to as e.g. evolved Node B (eNB),
eNodeB, NodeB, B node, or Base Transceiver Station (BTS),
depending on the technology and terminology used. A cell is
a geographical area where radio coverage is provided by the
base station at a base station site. Each cell is identified by an
identity within the local radio area, which is broadcast in the
cell. The base stations communicate over the air interface
operating on radio frequencies with the user equipments
within range of the base stations

In some versions of the radio access network, several base
stations are typically connected, e.g. by landlines or micro-
wave, to a Radio Network Controller (RNC), as in 3™/ Gen-
eration (3G), i.e. Wideband Code Division Multiple Access
(WCDMA). The radio network controller supervises and
coordinates various activities of the plural base stations con-
nected thereto. In 2" Generation (2G), i.e. Global System for
Mobile Communications (GSM), the base stations are con-
nected to a Base Station Controller (BSC). The network con-
trollers are typically connected to one or more core networks.

Machine-to-Machine (M2M) is a term referring to tech-
nologies that allow both wireless and wired systems to com-
municate with other devices of the same ability, for example
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2

computers, embedded processors, smart sensors, actuators
and mobile devices may communicate with one another, take
measurements and make decisions, often without human
intervention. Machine Type Communication (MTC) may be
seen as a form of data communication between entities that do
not necessarily need human interaction. M2M traffic is, for
example, used in applications such as electricity meters,
home alarms, signaling from vehicles, such as e.g. cars,
trucks etc.

There exists a clear industry consensus that mobile
machine-to-machine communications will play an increas-
ingly prominent role in carrier networks and Information
Technology (IT) operations. It may be predicted that there
will be 50 billion wirelessly connected devices by the year of
2020. These devices may be connected via GSM, High Speed
Packet Access (HSPA) and Long Term Evolution (LTE), and
will be used for both machine-to-machine applications and
connected consumer devices.

It is commonly believed that M2M communication will be
applied in a long range of very different areas with completely
different communication requirements and patterns. Some
electricity meter applications may for example connect and
communicate just a few bytes of data only once a month,
whereas other applications such as video surveillance may be
constantly connected and transfer Gigabyte of data every
hour. Connecting M2M devices with such different commu-
nication patterns to the same infrastructure as is used for
normal human-to-human (H2H) communication puts new
challenges on the communication equipment. New 3rd Gen-
eration Partnership Project (3GPP) requirements related to
M2M communication have been specified to try to address
some of these challenges. A service optimized for machine
type communications is different from a service optimized
for H2H communications. Machine type communications is
different from current mobile network communication ser-
vices as it may involve:

different market scenarios,

data communications,

lower costs and effort,

a potentially very large number of communicating user

equipments with,

for many applications, little traffic per user equipment.

M2M devices, also referred to as MTC devices, that do not
move, move infrequently, or move only within a certain
region may be associated with a feature called “low mobil-
ity”. A requirement for low mobility may be that the network
operator may be able to change the frequency of mobility
management procedures or simplify mobility management
per M2M device. Another requirement may be that the net-
work operator may be able to define the frequency of location
updates performed by the M2M device. M2M devices that are
expected to send or receive data infrequently, i.e. with long
period between two data transmission, may be associated
with a feature called infrequent transmission. For the infre-
quent transmission, the network shall establish a resource
only when transmission occurs.

One serious problem with connecting M2M devices with
new communication patterns to the same infrastructure as is
used for H2H communication is how the model for dimen-
sioning of network nodes are currently designed. The state-
of-the-art is that the dimension of a communication node is
often based on the number of served user equipments and/or
the number connections the node may handle. Another prob-
lem relating to connecting M2M devices with new commu-
nication patterns to the same infrastructure as is used for H2H
communication is how the price model and licensing of net-
work nodes are currently designed. The price of a communi-
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cation node is may also be based on the number of served user
equipments and/or the number connections the node may
handle. This is also naturally related to the Average Revenue
Per User (ARPU) which is an important measure for opera-
tors.

When looking closer at what resources user equipments
and connections consume in the network, it is found that they
consume two types of resources, memory resources and pro-
cessing resources. The network equipment may also be
referred to as a communication node or network node.
Memory resources in the network node are used to store
certain parameters related to a user equipment that is regis-
tered in the node, i.e. the network, or related to a connection
that is established in the node, i.e. in the network. Processing
resources are needed when the state of user equipments or
connections are changed, e.g. registering a user equipment in
the network/node or deregistering a user equipment, estab-
lishing a new connection or removing it, changing the state of
a connection from idle to connected, or vice versa, or chang-
ing the current location of a registered user equipment etc.
Processing resources are also needed for some other pur-
poses, e.g. regularly checking the reachability of a user equip-
ment/terminal, or notifying the user equipment or network of
certain events such as that someone wants to communicate
with it.

When dimensioning the hardware for a communication/
network node, in general the amount of required memory
resources and processing resources need to be decided. This
is usually done by trying to define a “typical user equipment”.
This is accomplished by a “traffic model”, which defines e.g.
how many registrations/deregistrations a typical user equip-
ment does per day, how many times per hour it initiates
communication, how much the typical user equipment moves
between different cells and mobility areas etc. Through the
traffic model, the balance between memory and processing
resources will be known, and hence the hardware may be
properly dimensioned. When the hardware is dimensioned
the price may be set based on the number of user equipments
and/or connections that the node may serve. When a traffic
model is used as a base for node dimensioning and pricing/
licensing, there will be a certain balanced relation between
memory and processing resources.

A problem with connecting M2M devices to the same
infrastructure as H2H user equipments is that there is no
“typical user equipment” for M2M. They are expected to span
over a wide range of different communication behaviors.
Optimization for M2M that is being done in 3GPP has made
this span even larger. Therefore it becomes very difficult to
use “traffic models™ as a base for hardware dimensioning and
therefore also for price/license models. A more flexible
approach for dimensioning of network nodes is therefore
required.

Some M2M areas, often with “low activity” communica-
tion patterns, are also expected to be cost sensitive. It is
therefore important that the price/license models are flexible
enough, so that they don’t prohibit such M2M communica-
tion to use the 3GPP infrastructures.

The growing use of Smart Phones has to some extent also
put requirements on changed or more flexible traffic models,
but with the expected growth of M2M devices the problem is
growing critical.

In addition to memory and processing resources, the hard-
ware of a communication node that handles payload, i.e.
forwards IP packets, is also dimensioned based on its packet
forwarding capacity measured in Packets Per Second (PPS),
or simply its throughput capacity measured in Giga- or Ter-
abit per second. In some embodiments, a communication
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node may also be priced based on its packet forwarding
capacity measured in Packets Per Second (PPS), or simply its
throughput capacity measured in Giga- or Terabit per second.
However, since the hardware for payload handling is nor-
mally quite separate from the hardware resources described
above, it may to a certain extent be dimensioned and priced
separately.

SUMMARY

An objective of embodiments herein is therefore to obviate
at least one of the above disadvantages and to provide flexible
dimensioning of a network node.

According to a first aspect, the objective is achieved by a
method in a first network node for measuring processing
power in a second network node in a communications net-
work. The first network node obtains a signaling load value
associated with a procedure. The procedure is triggered by a
message. The first network node measures the processing
power of the second network node based on the obtained
signaling load value.

According to a second aspect, the objective is achieved by
a first network node for measuring processing power in a
second network node in a communications network. The first
network node comprises an obtaining unit configured to
obtain a signaling load value associated with a procedure. The
procedure is triggered by a message. The second network
node further comprises a measuring unit configured to mea-
sure the processing power of the second network node in the
communications network based on the obtained signaling
load value.

Thanks to the signalling load value, which is tied to the
processing resource utilization in the second network node,
and flexible dimensioning of the second network node is
achieved, in addition to a way to measure the resource utili-
zation in the second network node.

Embodiments herein afford many advantages, of which a
non-exhaustive list of examples follows:

The embodiments herein provide an advantage of an easy
and flexible way of measuring the true processing power
capacity ofa complex communication node with a large num-
ber of very different processing tasks.

By decoupling memory resources and processing
resources, dimensioning flexibility may be achieved. The
dimensioning model may accommodate different usage
behaviors and usage patterns in a flexible way. It may for
example be possible for low activity cost sensitive M2M
applications to use 3GPP infrastructure as their communica-
tion means with a relatively smaller amount of processing
power and infrastructure cost for the mobile operator. Insome
embodiments, this is also applicable to a price/license model
of the second network node.

Another advantage is that the vendor is relieved from the
responsibility of maintaining an adequate node dimensioning
that fits any used traffic model. Instead that responsibility is
shifted to the user of the node, e.g. the operator, who monitors
utilization of the two resources separately and takes action,
e.g. increases the network node capacity, when any one of the
two resources reaches its capacity limit.

It is further an advantage that the vendor may more easily
provide products or nodes that are dimensioned for different
usages. For example a network node dimensioned and tai-
lored for “low activity” M2M devices that may hold ten times
more registered users or connections would be possible using
the same dimensioning model, and also using the same pric-
ing/licensing model. Since node dimensioning does not need
to be based on a traffic model, and since the user of the node
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ensures himself that processing and memory resources both
and independently are kept below the capacity limit, the ven-
dor can offer a different or a tailored node configurations with
fair pricing/licensing regardless of the network node configu-
ration.

Another advantage is that the embodiments herein are use-
fulness for addressing the capacity problems related to smart
phones.

The embodiments herein are not limited to the features and
advantages mentioned above. A person skilled in the art will
recognize additional features and advantages upon reading
the following detailed description.

BRIEF DESCRIPTION OF THE DRAWINGS

The embodiments herein will now be further described in
more detail in the following detailed description by reference
to the appended drawings illustrating the embodiments and in
which:

FIG. 1 is a schematic block diagram illustrating embodi-
ments of a communications network.

FIG. 2 is a combined schematic block diagram and flow-
chart depicting embodiments of a method.

FIG. 3 is a schematic block diagram illustrating embodi-
ments of a communications network.

FIG. 4 is a schematic block diagram illustrating embodi-
ments of a communications network.

FIG. 51s aflow chart illustrating embodiments of a method.

FIG. 6 is a schematic block diagram illustrating embodi-
ments of a first network node

The drawings are not necessarily to scale and the dimen-
sions of certain features may have been exaggerated for the
sake of clarity. Emphasis is instead placed upon illustrating
the principle of the embodiments herein.

DETAILED DESCRIPTION

FIG. 1 depicts a communications network 100 in which
embodiments herein may be implemented. The communica-
tions network 100 may in some embodiments apply to one or
more radio access technologies such as for example LTE, LTE
Advanced, WCDMA, GSM, or any other 3GPP radio access
technology. It may also apply to other existing or future radio
access technologies, e.g. Wireless Local Area Network
(WLAN), Code Division Multiplexing Access (CDMA), or
existing or future fixed access technologies.

The wireless communications network 100 comprises a
first network node 105. The first network node 105 is a node
which is normally integrated or embedded into another node.
It may also be a stand alone node, but normally, the first
network node 105 is an internal node of another node.
Examples of such nodes will be described later.

The wireless communications network 100 further com-
prises a second network node 103. The second network node
103 may be any suitable type of network node capable of
communicating with a fourth network node 101 and the first
network node 105. In some embodiments, the second net-
work node 103 is the node in which the first network node 105
is integrated or embedded, as illustrated as alternative 1 in
FIG. 1.

The second network node 103 may be for example a Mobil-
ity Management Entity (MME), a Serving General Packet
Radio Service Support Node, (SGSN), a Gateway General
Packet Radio Service Support Node (GGSN), a Serving Gate-
way, (S-GW), a Packet Data Network Gateway, (P-GW), a
Machine Type Communication Interworking Function node
(MTC IWF), a Base Transceiver Station (BTS), a BSC, a
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NodeB, a RNC, an eNB and generally in any network node
that handles signaling and keeps a user equipment/connection
related state. The fourth network node 101 which communi-
cates with the second network node 103 may be a user equip-
ment or any network node, which communicate and sends
control signaling to/from the second network node 103.

The user equipment 101 may be any suitable communica-
tion device or computational device with communication
capabilities capable to communicate with a base station over
aradio channel, for instance but not limited to mobile phone,
smart phone, Personal Digital Assistant (PDA), laptop, MP3
player or portable DVD player, or similar media content
devices, digital camera, electricity meters, home alarms, or
even stationary devices such as a Personal Computer (PC). A
PC may also be connected via a mobile station as the end
station of the broadcasted/multicasted media. The user equip-
ment 101 may also be an embedded communication device in
e.g. electronic photo frames, cardiac surveillance equipment,
intrusion or other surveillance equipment, weather data moni-
toring systems, vehicle, car or transport communication
equipment, etc.

The communications network 100 may further comprise a
third network node 107, which may be a monitoring node
such as for example an Operation Support System (OSS)
node or an Operations & Maintenance (O&M) node. The
third network node 120 may be located in the mobile operator
network or in another network e.g. at the node vendor. In
some embodiments, the first network node 105 is integrated
or embedded in the third network node 107, as illustrated as
alternative 2 in FIG. 1.

The embodiments herein handle memory resources and
processing resources of the second network node 103 sepa-
rately. This may also be relevant when it comes to pricing and
licensing. This will also mean that traffic models will be less
important for the design and hardware composition of nodes.

The existing measures, i.c. registered users, e.g. Simulta-
neously Attached Users (SAU), and the number of connec-
tions, i.e. Packet Data Protocol (PDP) contexts/Packet Data
Network (PDN) connections, are kept but tied more to the
memory resource utilization in the second network node 103.

The signaling and method steps illustrated in FIG. 1 will be
described in detail in relation to FIGS. 2 and 5 below.

The method for measuring processing power in the second
network node 103 in the communications network 100,
according to some embodiments will now be described with
reference to the combined signaling diagram and flowchart
depicted in FIG. 2 and with reference to FIG. 1, FIG. 3 and
FIG. 4 depicting embodiments of the communications net-
work 100. Alternative 1 of FIG. 1 is illustrated using a dotted
square in FI1G. 2, and alternative 2 of FIG. 1 is illustrated using
a dotted circle in FIG. 2. In the following, a user equipment
101 is used as an example for a fourth network node 101.
However, instead of a user equipment 101, the node may be
any fourth network node 101 configured to communicate with
the second network node 103. The second network node 103
may be for example an MME, or any of the node as described
above. The method comprises the following steps, which
steps may as well be carried out in another suitable order than
described below.

Step 201

The user equipment 101 sends a message/signaling to the
second network node 103. The message may be referred to as
an ingress message. In some embodiments, the message is an
attach message, a detach message, a Routing Area Update



US 9,143,948 B2

7

Request message etc. Further examples of types of messages
are exemplified in table 2 and table 3 below.

In some embodiments, a plurality of user equipments 101
sends messages/signaling to the second network node 103.

Step 202

The second network node 103 receives the message sent
from the user equipment 101.

In some embodiments, when the first network node 103 is
integrated or embedded into the third network node 107, the
second network node 105 creates a log comprising all mes-
sages received from the user equipment 101. The log is an
event log comprising historical data of received user equip-
ment 101 messages. The log is stored in a computer readable
memory comprised in the second network node 105.

Step 203

The received message triggers execution of a procedure in
the second network node 103. The execution of the procedure
requires processing resources, or resources in general from it
is initiated until it is finalized in the second network node 103.
This may comprise processing resources, bandwidth
resources on different interfaces, primary and secondary
memory resources, and other physical or virtual resources
such as e.g. identifiers, encryption keys, security certificates,
1P addresses, etc., that may exist in limited amounts in the
second network node 103.

In some embodiments, a message may trigger different
procedures. For example, message 1 may trigger procedure A
or procedure B.

A procedure may be a series of operations or calculations
which have to be executed in the same manner in order to
perform a task. A procedure may be executed fully within one
node, or parts of the procedure may be executed by other
nodes. In the latter case the one node sends specific messages
to these other nodes and normally receives responses after
some time. In the following, a procedure relates to measure-
ment in the one node only without considering what happens
in other nodes. However, measurements from different nodes
may in some embodiments be aggregated before presented.

Step 204a

This step corresponds to alternative 1 in FIG. 1.

As mentioned above, in some embodiments, when the first
network node 105 is integrated or embedded in the second
network node 103, the first network node 105 detects that the
second network node 103 has received a message from the
user equipment 101.

Step 2045

This corresponds to alternative 2 in FIG. 1, and is an
alternative step performed instead of step 204a.

In some embodiments, when the first network node 105 is
integrated or embedded in the third network node 107, the
second network node 103 sends the stored information about
the received message to the first network node 105. As men-
tioned above, the information about the received messages
are in the form of single message information or in the form
of multiple messages in the event log stored in a computer
readable memory in the first network node 105.

Step 205

The first network node 105 obtains a signaling load value
associated with the procedure triggered by the message.
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The first network node 105 obtains the signaling load value
from a table which is stored in a computer readable memory
in the first network node 105. The table is used to translate all
messages received at the second network node 103 that have
any significant consumption of the processing power/re-
source in the second network node 103, to an equivalent value
called Signaling Load Value (SLV). The signaling load value
may also be referred to as Signaling Load Unit (SLU) or
signaling equivalent units, and it is tied to the processing
power/resource utilization in the second network node 103.
An example of a generic translation table is shown in table 1
below.

TABLE 1

Examples of translation of messages and procedures to normalized
Signaling T.oad Values for a second communication node 103

Parameter(s) or

condition that Signaling

Ingress distinguish Load
Message procedure Procedure Value
Message__1 Param X = nn Procedure A 1
Message__1 Param X = mm Procedure B 0.8
Message_ 2 — Procedure C 0.2
Message_ 3 — Procedure D 1.5
Message_ 4 — Procedure E 0.1
Message_5 ConditionY is fulfilled Procedure F 0.7

The left most column comprises different messages
received at the second network node 103. The messages may
be ingress messages. An ingress message is an incoming
message, while an egress message is an outgoing message.
The middle right column comprises the procedures associ-
ated with and triggered by the received messages. Different
messages and signaling processed by the second network
node 103 may be compared and summarized based on the
amount of processing power/resources they consume in the
second network node 103 and hence forming a measure for
the signaling load value.

The value in the right most column of'table 1, the signaling
load value, have been set by the vendor of the second network
node 103 or the operator of the second network node 103, to
correspond to how much processing power/resources, or
power/resources in general, the specific procedure is esti-
mated to consume in the second network node 103 from it is
initiated until it is finalized. The signaling load value is an
instantaneous relative, i.e. normalized, value, i.e. the load
generated by a procedure initiated by a certain message, and
optionally with specific parameters or conditions, compared
to one specific procedure, e.g. attach, that is used as a refer-
ence load. The load may be estimated or measured. A factor
may or may not be applied on each value. In another embodi-
ment, procedures are compared not based on processing
resources only, but to any second network node resources in
general. This may comprise processing resources, bandwidth
resources on different interfaces, primary and secondary
memory resources, and other physical or virtual resources
such as e.g. identifiers, encryption keys, security certificates,
IP addresses, etc., that may exist in limited amounts in the
second network node 103.

Note, in some cases the same message in the Ingress Mes-
sage column may trigger different procedures, e.g. see Pro-
cedure A & B above. Then additional information such as
message parameters or some state information in the second
network node 103 is required to determine which “proce-
dure” is executed and hence which signaling load value shall
be obtained. One “procedure” may in itself generate several
messages on different interfaces to and from other nodes
before the procedure is considered finalized, but only the
initiating message increases the total signaling load value.
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The middle left column comprises the above mentioned
parameter(s) or conditions. The table comprises static values
which are set beforehand or preconfigured.

In some embodiments, the second network node 103 may

be for example a MME node. The MME 103 is responsible for 5

control signaling to and from the user equipments 101 within
its geographical service area. Table 2 below shows an
example of a table for translation of messages and procedures

10

to normalized load fora MME node 103. Table 3 below shows
an example of a table for translation of messages and proce-
dures to normalized load where the second network node 103
is exemplified as an SGSN node 103. Note, the values, mes-
sages and procedures are only examples. In principle all mes-
sages that initiate procedures that consume significant node
processing resources would be comprised in the translation
table.

TABLE 2

Examples of translation of messages and procedures to normalized

Signaling T.oad Values in the MME node 103

Parameter(s) or

condition that Signaling
distinguish Load
Ingress Message procedure Procedure Values
Attach request Initial Attach 1
Detach request, UE-Initiated Detach, MME- 0.9
Detach notification, Initiated Detach, SGSN-
Cancel Location, or Initiated Detach with ISR
MME implicit detach activated, or HSS-Initiated
event Detach
Tracking Area Update Tracking Area Update with 0.2
Request or without S-GW change
Context Request Tracking Area Update (old 0.6
MME), RA Update with
MME interaction with or
without S-GW change
Handover Required Intra-E-UTRAN S1-based 1.3
Handover (source MME), E-
UTRAN to UTRAN Inter
RAT Handover,
or E-UTRAN to GERAN
Inter RAT Handover,
Forward Relocation Intra-E-UTRAN S1-based 1.3
Request Handover (target MME),
UTRAN to E-UTRAN Inter
RAT Handover, or
GERAN to E-UTRAN Inter
RAT Handover
PDN Connectivity UE Requested PDN 0.5
Request Connectivity
PDN Disconnection UE or MME Requested PDN 0.4
Request, or MME Disconnection
internal PDN
disconnection trigger
Create Bearer Request Dedicated Bearer Activation 0.3
Update Bearer For Insert Bearer Modification 0.2
Request, Insert Subscriber Data, if
Subscriber Data, or UE-AMBR or APN-
Request Bearer AMBR is changed
Resource Modification
Delete Bearer Bearer Deactivation 0.2
Request, or MME
internal Dedicated
Bearer Deactivation
Service Request, or UE or Network Triggered 0.2
Downlink Data Service Request
Notification
S1 UE Context S1 Release Procedures 0.1
Release Request
TABLE 3
Examples of translation of messages and procedures to normalized
Signaling T.oad Values in the SGSN node 103
Parameter(s) or
condition that Signaling
distinguish Load
Ingress Message procedure Procedure Values
Attach request GPRS Attach, Combined 1

GPRS/IMSI Attach
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Examples of translation of messages and procedures to normalized
Signaling T.oad Values in the SGSN node 103

Parameter(s) or

condition that Signaling
distinguish Load
Ingress Message procedure Procedure Values
Detach request MS-Initiated Detach or 0.8
Network-Initiated Detach
Routing Area Update Old RAI is served Intra SGSN Routing Area 0.1
Request by the current node  Update, Combined Intra
and the MS/UE is SGSN LA/RA update, or
not PMM- Periodic RA (and LA)
Connected Update
Routing Area Update Old RAI is served Inter SGSN Routing Area 0.7
Request by a different node  Update, Combined Inter
and the MS/UE is SGSN LA/RA update
not PMM-
Connected
Routing Area Update The MS/UE is in Inter-system Change (Intra- 1.1(Note
Request or SGSN PMM-Connected SGSN or Inter-SGSN) 1)
Context Request state
Relocation Required or Serving RNS Relocation 1.3(Note
Forward Relocation Procedure, Combined Hard 1)
Request Handover and SRNS
Relocation Procedure, and
Combined Cell/URA
Update and SRNS
Relocation Procedure
Enhanced Relocation Enhanced Serving RNS 0.3
Complete Request Relocation
PS Handover Required Target Cell Intra/Inter BSS and Intra 0.7
Identifier is served ~ SGSN PS Handover
by the current Procedure
SGSN
PS Handover Required For ‘PS Handover  Inter SGSN and Inter RAT 0.8(Note
or Forward Relocation Required’ only: PS Handover Procedure 1)
Request Target Cell
Identifier is served
by a different
SGSN
Activate PDP Context PDP Context Activation, 0.5
Request, Activate Secondary PDP Context
Secondary PDP Activation, Network Request
Context Request, or PDP Context Activation
Initiate PDP Activation
Context Request
Deactivate PDP Deactivation procedures 0.4
Context Request,
Delete PDP Context
Request, or Delete
Bearer Request
Modify PDP Context Modification procedures 0.1
Request, Update PDP
Context Request or
Update Bearer
Request
Service Request MS, UE or Network Initiated 0.2
service Request
RAB Release Release Release Procedures 0.1
Request, or lu Release
Request
Paging Request CS paging 0.1

(Note 1): Signaling Load Values to be incremented in both target and source SGSN

The first network node 105 uses the table to find the sig-
naling load value that corresponds to or matches the detected
received message and triggered procedure. In some embodi-
ments, the received message and triggered procedure may
fulfill conditions or parameters set in the message, as shown
in the middle left column of'tables 1, 2 and 3 above. Returning
to FIG. 2.

one of the rows in the translation table and optionally any
specific parameter(s) or condition(s), it increases a parameter
called total signaling load value for the second network node
0103 with the value found in the rightmost column of tables 1,
2 and 3. The total signaling load value may be referred to as

the first total signaling load value.
In the example of table 1, the total signaling load value is:

[

Step 206 o
Total Signaling Load Value=SLV(message_ 1)+SLV

(message_ 2)+SLV(message 3)+SLV(message__
4)+SLV(message_ 5)=1+0.8+0.2+1.5+0.1+
0.7=4.3

65
Each time the first network node 105 detects a message or
receives information about historical messages that matches
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In order to get an instantaneous signaling load value, the
total signaling load value is read periodically, e.g. once per
second, by a software function, method or script in the first
network node 105, and the difference between the new and
the previous value is divided by the elapsed time. The soft-
ware function is illustrated in FIGS. 3 and 4. The total signal-
ing load value for a time interval may be referred to as the
second total signaling load value or a total signaling load
value rate per time interval:

SignalingLoadValue (12) —

SignalingLoadValue (t1)
-1l

SecondTotalSignalingloadValue =

where t1 is the time when the previous value is measured and
12 is the time when the new value is measured.

In some embodiments, the first network node 105 measures
and/or monitors the number of signaling load value per user
equipment 101. When the signaling load value is measured
per user equipment 101, the measurement may be presented
for a different time period than for the second network node
total e.g. the signaling load per day for the user equipment 101
instead of signaling load per second for the second network
node 103 in total. The measurement may be done completely
within the first network node 105, outside the first network
node 105, e.g. based on event notifications, or a combination
of the both. In some embodiments, it may be created in real
time or as post processing from collected statistics.

The per user equipment signaling load value rate, may be
for one, several or all user equipments 101 in the network 100.
The user equipments 101 may be grouped into different cat-
egories depending on what signaling load they generate in the
second network node 103/network 100. For example, differ-
ent categories may be user equipments 101 generating 0-1.9
SLV/day, 2.0-5.9 SLV/day, 6.0-20 SLV/day or 21 or more
SLV/day. Understanding what categories of user equipments
101 there are in a second network node 103 or network 100
may make network planning easier. For example, if and how
much network capacity needs to be expanded if a contract of
10 million M2M devices of category 0-1.9 SL.V/day is being
negotiated.

Other parameters than signaling load value may be used in
creating the categories, e.g. the amount of mobility signaling,
e.g. to differentiate stationary devices, time of day when
active, e.g. service requests during peak load hours or during
low peak hours etc. These parameters may be extracted from
the event information, e.g. messages/signals, that are the base
for the SLV calculation method.

The total signaling load value may also be calculated per
procedure executed in the second network node 103.

Step 207

The first network node 105 may determine or calculate a
maximum signaling load value capacity of the second net-
work node 103 if the number of received messages is
increased until a maximum processing power capacity of the
second network node 103 is reached, e.g. the CPU of the
second network node 103 are at max capacity or any other
suitable criteria. The maximum signaling load value capacity
is a measure of how much signaling load values the second
network node 103 is able to handle per time interval, e.g.
second, i.e. based on its amount of available processing
power.
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Step 208

The first network node 105 measures processing power in
the second network node 103 based on the signaling load
value. The measurement may be of processing power usage in
the second network node 103. It may be based on one signal-
ing load value, the different alternatives oftotal signaling load
value, the maximum signaling load value capacity etc. If the
signaling load value comes close to, reaches or passes an
upper limit, the second network node 103 capacity, i.e. pro-
cessing power, needs to be increased e.g. to deploy more of
the resource that is missing.

Step 209

The first network node 105 determines or calculates a
resource value based on the measured processing power. It
may also be associated with the determined maximum sig-
naling load value capacity of the second network node 103.
The resource value may further be based on the different types
total signaling load value described in step 206.

Step 210

The first network node 105 sends or communicates infor-
mation about the signaling load value and the total signaling
load value, both per second network node 103, per user equip-
ment 101, per procedure and per time interval, or a combina-
tion of these, the processing power and the processing power
usage to the third network node 107. The third network node
107 may be a monitoring node such as an OSS or other O&M
node located at the operator. The information may in addition
be communicated to the vendor of the second network node
103 for statistical and/or licensing purposes.

Based on the separation of memory resources and process-
ing resources, a formula for a flexible dimensioning model
may be expressed. In some embodiments, a flexible price/
license model may also be expressed.

The existing measures, i.e. registered users (SAU) and
number of connections, are kept but tied more to the memory
resource utilization in the second network node 103.

Step 211

The third network node 107 monitors, processes and pre-
sents the received information about the measurements of
processing power and processing power usage from the first
network node 105. The measurements may be unified mea-
surements in case a plurality of messages of different types is
received. The total number of signaling load values in a sec-
ond network node 103 may be measured and monitored at any
given moment and statistics collected. The owner and/or the
vendor of the second network node 103 may use the measure-
ments/statistics to verify that the signaling load value mea-
sured doesn’t pass its upper limit. If the signaling load value
passes its upper limit, the second network node 103 capacity,
i.e. processing power, may need to be increased e.g. to deploy
more of the resource that is missing. By this, a tool for fair
pricing/licensing that may be flexible to also accommodate
the wildly different communication patters for many M2M
applications may be obtained.

When the first network node 105 is integrated in the second
network node 103, illustrated as alternative 1 in FIG. 1, the
third network node 107 may receive its input data directly
from the first network node 103. This is also illustrated in
FIG. 3.
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When the first network node is integrated din the third
network node 107, illustrated as alternative 2 in FIG. 1, the
second network node 103 creates, as mentioned above, an
event log of messages and signaling load value events. This
log is provided to the first network node 105, which may also
be referred to as a post processing node. The first network
node 105 stores the received signaling load value events and
performs post processing of the stored data. This is also
illustrated in FIG. 4. The post processing may for example be
beneficial when data from several or all nodes in the network
100 shall be monitored and presented or when the categori-
zation needs to be more advanced e.g. comprising other
parameters than signaling load value, e.g. mobility signaling,
active time-of-day etc.

In some embodiments, the price for a second network node
103 may be calculated using a model where the Signaling
Load Value (SLV) affects the price independently from the
Simultaneously Attached Users (SAU) for example using a
base formula as this. PDP Context/PDN Connections may
replace SAU e.g. for GGSN/PGW.

Node Price=x*SAU+y*SLV/s+z*PPS
X may e.g. be measured in SEK/SAU
y may e.g. be measured in SEK/SLV/s
7 may e.g. be measured in SEK/PPS

In a simplified example to illustrate the price model, using
a second network node 103 exemplified as an MME, the
prices of two different MME nodes 103 are calculated. One
MME 103 dimensioned for normal and smart phone usage,
referred toas MME__1, and a second MME 103 dimensioned
for a dominant portion of low activity M2M devices, referred
to as MME_ 2.

The following prices are used in the example: x=0.1 SEK/
SAU, y=900 SEK/SIV/s, z=0.01 SEK/PPS. The following
illustrative assumptions are made on the node dimensioning.
Note that the values in these examples and assumptions are
only explanatory and are not necessarily used in real products
or deployments:

MME__1 103 is dimensioned for 1 M SAU, and MME__ 2

103 is dimensioned for 10 M SAU,

deduced from traffic models it is assumed that an attached

normal/smart phone users need 0.001 SLV/s;

low activity M2M devices are optimized and generate less

than one tenth of the signaling load of normal/smart
phone users, i.e. 0.0001 SLV/s;

An MME 103 does not have any packet forwarding capac-

ity;
The price for a “normal” MME_ 1 103 of 1 M SAU would
then be:
Node  Price
0.01*0=1 MSEK
The price for “M2M tailored” MME__ 2 of 10 M SAU would
then be:
Node  Price
0.01*0=1.9 MSEK

Note that an operator that buys an M2M tailored MME 103
of 10 M SAU as in the example above and uses it for solely
normal/smart phone users, would still only be able to serve
approximately 1 M SAU due to the limiting signaling capac-
ity, i.e. SLV/s.

One particular use of the price model is a when the node
price is solely based on SL.V/s, i.e. x and z above are set to 0.

The method described above will now be described seen
from the perspective of the first network node 105. FIG. 5 is
a flowchart describing the present method in the first network
node 105 for measuring processing power in a second net-
work node 103 in the communications network 100. In some
embodiments, the measurement of processing power is a

MME_ 1=0.1*10E6+900*10E6*10E-3+

MME_ 2=0.1*10E7+900*10E7*10E-4+
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unified measurement valid for different types of messages.
Unified refers to making or uniting something into one unit or
a coherent whole. In some embodiments, the second network
node 103 is a Mobility Management Entity, referred to as
MME, a Serving General Packet Radio Service Support
Node, referred to as SGSN, a Gateway General Packet Radio
Service Support Node, referred to as GGSN, a Serving Gate-
way, referred to as S-GW, a Packet Data Network Gateway,
referred to as P-GW, a Machine Type Communication Inter-
working Function node, referred to as MTC IWF and the third
network node 107 is a monitoring node 107. In some embodi-
ments, the fourth network node 101 is a user equipment 101
or a fourth network node configured to communicate with the
second network node 103. The method comprises the steps to
be performed by the first network node 105:

Step 501

This step corresponds to step 202 and 204a in FIG. 2.

In some embodiments, the first network node 105 is com-
prised in the second network node 103. In some embodi-
ments, the first network node 105 detects receipt of a message
from a fourth network node 101. The message may be of
different types.

In some embodiments, the received message fulfils a pre-
determined condition.

Step 502

This step corresponds to step 203 in FIG. 2. This is a step
which is performed after step 501.

In some embodiments, the first network node 105 is com-
prised in the second network node 103. In some embodi-
ments, the first network node 105 executes the procedure
triggered by the received message.

In some embodiments, the procedure executed in the sec-
ond network node 103 is decided by the received message
together with one or more predetermined conditions and/or
one or more parameters in the message.

Step 503

This step corresponds to step 2045 in FIG. 2. This step is
performed instead of steps 501 and 502.

In some embodiments, the first network node 105 is com-
prised in a third network node 107. In some embodiments, the
first network node 105 receives information about the mes-
sage from the second network node 103. The message is sent
from a fourth network node 101 to the second network node
103.

Step 504

This step corresponds to step 205 in FIG. 2.

The first network node 105 obtains a signaling load value
associated with a procedure. The procedure is triggered by a
message.

In some embodiments, the signaling load value associated
with the procedure is preconfigured in the first network node
105.

In some embodiments, the signaling load value is further
associated with consumption of an amount of processing
power/resources when the procedure is executed in the sec-
ond network node 103.

In some embodiments, the signaling load value, informa-
tion about the message, conditions and parameters associated
with the procedure, and information about the signaling load
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value associated with the procedure is stored in a table in the
first network node 105. In some embodiments, the signaling
load value is obtained from the table.

Step 505

This step corresponds to step 206 in FIG. 2. In some
embodiments, the first network node 105 adds the obtained
signaling load value to a first total signaling load value.

In some embodiments, the first total signaling load value is
per fourth network node 101, per procedure executed in the
second network node 103, per time interval or any combina-
tion of these.

Step 506

This step corresponds to step 207 in FIG. 2.

In some embodiments, the first network node 105 deter-
mines a maximum capacity of signaling load value of the
second network node 103 by increasing a number of received
messages until a maximum capacity of processing power of
the second network node 103 is reached. The maximum
capacity of signaling load value may also be referred to as
maximum signaling load value capacity.

Step 507

This step corresponds to step 209 in FIG. 2.

In some embodiments, the first network node 105 deter-
mines a resource value associated with the determined maxi-
mum capacity of signaling load value of the second network
node 103.

Step 508

This step corresponds to step 206 in FIG. 2.

In some embodiments, the first network node 105 deter-
mines a second total signaling load value per fourth network
node 101 and per time period.

Step 509

This step corresponds to step 206 in FIG. 2. This step is
performed after step 508.

In some embodiments, the first network node 105 estab-
lishes a category of fourth network node 101 based on the
second total signaling load value. The category of fourth
network node 101 and the understanding of the number of
fourth network nodes 101 of different categories in a network
facilitate and/or enables network planning and dimensioning
of the communications network 100.

Step 510

This step corresponds to step 210 in FIG. 2.

In some embodiments, the first network node 105 sends
information about the first total signaling value and the sec-
ond total signaling load value to a third network node 107.

Step 511

This step corresponds to step 208 in FIG. 2.

The first network node 105 measures the processing power
of the second network node 103 based on the obtained sig-
naling load value.

In some embodiments, the measurement of the processing
power in the second network node 103 is further based on the
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total signaling load value. As mentioned above, the message
may be of different types. The measurement of processing
power based on the total signaling load values may therefore
be a unified measurement of processing power. Unified indi-
cates that the measurement of processing power is indepen-
dent of the different types of messages, and that it is one
measurement of all types of messages.

In some embodiments, the measurement of the processing
power of the second network node 103 is further based on the
determined maximum capacity of signaling load value.

To perform the method steps shown in FIG. 5 for measur-
ing processing power in a second network node 103 in a
communications network 100, the first network node 105
comprises a first network node arrangement as shown in FIG.
6. In some embodiments, the second network node 103 is a
Mobility Management Entity, referred to as MME, a Serving
General Packet Radio Service Support Node, referred to as
SGSN, a Gateway General Packet Radio Service Support
Node, referred to as GGSN, a Serving Gateway, referred to as
S-GW, a Packet Data Network Gateway, referred to as P-GW,
a Machine Type Communication Interworking Function
node, referred to as MTC IWF and the third network node 107
is a monitoring node 107. In some embodiments, the fourth
network node 101 is auser equipment 101 or a fourth network
node configured to communicate with the second network
node 103.

The first network node 105 comprises an obtaining unit 601
configured to obtain a signaling load value associated with a
procedure. The procedure is triggered by a message. In some
embodiments, the signaling load value associated with the
procedure is preconfigured in the first network node 105. In
some embodiments, the signaling load value is further asso-
ciated with consumption of an amount of processing power/
resources when the procedure is executed in the second net-
work node 103. In some embodiments, signaling load value,
information about the message, conditions and parameters
associated with the procedure and information about the sig-
naling load value associated with the procedure is stored in a
table in the first network node 105. In some embodiments, the
signaling load value is obtained from the table.

The first network node 105 further comprises a measuring
unit 603 which is configured to measure of the processing
power of the second network node 103 in the communications
network 100 based on the obtained signaling load value. In
some embodiments, the measuring unit 603 is further config-
ured to measure the processing power in the second network
node 103 further based on the first total signaling load value.
In some embodiments, the measuring unit 603 is further
configured to measure the processing power of the second
network node 103 further based on the determined maximum
capacity of signaling load value.

In some embodiments, where the first network node 105 is
comprised in the second network node 103, the first network
node 105 comprises a detecting unit 605 configured to detect
receipt of a message from a fourth network node 101, and a
processing unit 607 configured to execute the procedure trig-
gered by the message. In some embodiments, the procedure
executed in the second network node 103 is decided by a
received message together with one or more predetermined
conditions and/or one or more parameters in the message. In
some embodiments, the processing unit 607 is further con-
figured to add the obtained signaling load value to a first total
signaling load value. In some embodiments, the total signal-
ing load value is per fourth network node 101, per procedure
executed in the second network node 103, per time interval, or
acombination of these. In some embodiments, the processing
unit 607 is further configured to determine a maximum sig-
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naling load value capacity of the second network node 103 by
increasing a number of received messages until a maximum
capacity of processing power of the second network node 103
is reached. In some embodiments, the processing unit 607 is
further configured to determine a resource value associated
with the determined maximum capacity of signaling load
value of the second network node 103. In some embodiments,
the processing unit 607 is further configured to determine a
second total signaling load value per fourth network node 101
and per time period and to establish a category of fourth
network node 101 based on the second total signaling load
value. In some embodiments, the category of fourth network
node 101 enables network planning and dimensioning of the
communications network 100.

In some embodiments, where the first network node 105 is
comprised in a third network node 107, the first network node
105 comprises a receiving unit 610 configured to receive
information about the message from the second network node
103. The message is sent from a fourth network node 101 to
the second network node 103. In some embodiments, the
received message fulfils a predetermined condition

In some embodiments, the first network node 105 further
comprises a sending unit 612 configured to send information
about the first total signaling value and the second total sig-
naling load value to a third network node 107.

The present mechanism for measuring processing power in
a second network node 103 in a communications network 100
may be implemented through one or more processors, such as
the processing unit 607 in the first network node arrangement
depicted in FIG. 6, together with computer program code for
performing the functions of the embodiments herein. The
processor may be for example a Digital Signal Processor
(DSP), Application Specific Integrated Circuit (ASIC) pro-
cessor, Field-programmable gate array (FPGA) processor or
micro processor. The program code mentioned above may
also be provided as a computer program product, for instance
in the form of a data carrier carrying computer program code
for performing the embodiments herein when being loaded
into the first network node 105. One such carrier may be in the
form ofa CD ROM disc. It is however feasible with other data
carriers such as a memory stick. The computer program code
may furthermore be provided as pure program code on a
server and downloaded to the first network node 105
remotely.

The embodiments herein are not limited to the above
described preferred embodiments. Various alternatives,
modifications and equivalents may be used. Therefore, the
above embodiments should not be taken as limiting the scope
of the embodiments, which is defined by the appending
claims.

It should be emphasized that the term “comprises/compris-
ing” when used in this specification is taken to specify the
presence of stated features, integers, steps or components, but
does not preclude the presence or addition of one or more
other features, integers, steps, components or groups thereof.
Itshould also be noted that the words “a” or “an” preceding an
element do not exclude the presence of a plurality of such
elements.

It should also be emphasized that the steps of the methods
defined in the appended claims may, without departing from
the embodiments herein, be performed in another order than
the order in which they appear in the claims.

The invention claimed is:

1. A method for generating information about a network
node’s processing power usage, the method comprising:

receiving, at the network node a first message transmitted

by a first wireless communication device;
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inresponse to receiving the first message, the network node
performing at time t1 a first procedure triggered by the
first message;

obtaining a first signaling load value (SLV1) associated

with the first procedure;

retrieving a first total signaling load value (Total-SLV1);

updating the first total signaling load value by calculating

Totall1=Total-SLV1+SLV1;

storing the updated first total signaling load value (Totall);

receiving, at the network node a second message transmit-

ted by a second wireless communication device;

in response to receiving the second message, the network

node performing at time t2 a second procedure triggered
by the second message;

obtaining a second signaling load value (SL.V2) associated

with the second procedure;

retrieving a second total signaling load value (Total-

SLV2), where Total-SLV2 is equal to the updated first

total signaling load value (Totall) plus zero or more

signaling load values corresponding to procedures per-

formed by the network node subsequent to the network

node performing the first procedure and prior to the

network node performing the second procedure;
calculating Total2=Total-SLV2+SILV2;

calculating (Total2-Total1)/(t2-t1); and

measuring the processing power usage of the network node

based on Total2.

2. The method according to claim 1, further comprising:

receiving information about the first and second message

from a fourth network node.

3. The method according to claim 1, wherein the first total
signaling load value is at least one of per fourth network node,
per procedure executed in the second network node and per
time interval.

4. The method according to claim 1, further comprising:

determining a maximum capacity of the network node by

increasing a number of received messages until a maxi-
mum capacity of processing power of the network node
is reached, wherein the maximum capacity is indicated
by a signaling load value; and

wherein the measuring the processing power of the net-

work node is further based on the determined maximum
capacity.

5. The method according to claim 4, further comprising:
determining a resource value associated with the determined
maximum capacity of the network node.

6. The method according to claim 1, further comprising:

establishing a category of fourth network node based on the

second total signaling load value; and

wherein the category of fourth network node enables net-

work planning and dimensioning of the communications
network.

7. The method according to claim 1, further comprising:

sending information about the first total signaling load

value (Total-SLV1) and the second total signaling load
value (Total-SL.V2) to a third network node.

8. The method according to claim 1, wherein the first
signaling load value associated with the first procedure is
preconfigured.

9. The method according to claim 1, wherein the received
first message fulfils a predetermined condition.

10. The method according to claim 1, wherein the first
signaling load value is further associated with consumption of
an amount of processing power when the first procedure is
performed in the network node.

11. The method according to claim 1, wherein information
about the first message, conditions and parameters associated
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with the first procedure and information about the first sig-
naling load value associated with the first procedure is stored
in a table, and wherein the first signaling load value is
obtained from the table.

12. The method according to claim 1, wherein the network
node is a Mobility Management Entity, MME, a Serving
General Packet Radio Service Support Node, SGSN, a Gate-
way General Packet Radio Service Support Node, GGSN, a
Serving Gateway, S-GW, a Packet Data Network Gateway,
P-GW, a Machine Type Communication Interworking Func-
tion node, MTC IWF.

13. A first network node for generating information about
a network node’s processing power usage, the first network
node comprising:

a processor and a memory coupled to the processor,

wherein the processor is configured to:

receive, at the network node, a first message transmitted by

a first wireless communication device;
in response to receiving the first message, perform at time
t1 a first procedure triggered by the first message;
obtain a first signaling load value (SLV1) associated with
the first procedure;
retrieve a first total signaling load value (Total-SLV1);
update the first total signaling load value by calculating
Totall=Total-SLV1+SLV1;

store the updated first total signaling load value (Totall);

receive, at the network node a second message transmitted

by a second wireless communication device;

in response to receiving the second message, perform at

time t2 a second procedure triggered by the second mes-
sage;

obtain a second signaling load value (SLV2) associated

with the second procedure;

retrieve a second total signaling load value (Total-SLV2),

where Total-SLV2 is equal to updated first total signal-
ing load value (Totall) plus zero or more signaling load
values corresponding to procedures performed by the
network node subsequent to the network node perform-
ing the first procedure and prior to the network node
performing the second procedure;

calculating Total2=Total-SLV2+SLV2;

calculating (Total2—Total1)/(t2-t1); and

measure the processing power usage of the network node

based on Total2.

14. The first network node according to claim 13 wherein
the processor is further configured to:

receive information about the first message from a fourth

network node.

15. The first network node according to claim 13, wherein
the first total signaling load value is at least one of per fourth
network node, per procedure executed in the second network
node and per time interval.
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16. The first network node according to claim 13, wherein
the processor is further configured to determine a maximum
capacity of the network node by increasing a number of
received messages until a maximum capacity of processing
power of the network node is reached, wherein the maximum
capacity is indicated by a signaling load value; and wherein
the processor is further configured to measure the processing
power of the network node further based on the determined
maximum capacity.

17. The first network node according to claim 16, wherein
the processor is further configured to determine a resource
value associated with the determined maximum capacity of
the network node.

18. The first network node according to claim 13, wherein
the processor is further configured to: establish a category of
fourth network node based on the second total signaling load
value; wherein the category of fourth network node enables
network planning and dimensioning of the communications
network.

19. The first network node according to claim 13, wherein
the processor is further configured to:

send information about a first total signaling value and a

second total signaling load value to a third network
node.

20. The first network node according to claim 13, wherein
the first signaling load value associated with the first proce-
dure is preconfigured.

21. The first network node according to claim 13, wherein
the received first message fulfils a predetermined condition.

22. The first network node according to claim 13, wherein
the first signaling load value is further associated with con-
sumption of an amount of processing power when the first
procedure is performed in the network node.

23. The first network node according to claim 13, wherein
information about the first message, conditions and param-
eters associated with the first procedure and information
about the first signaling load value associated with the proce-
dure first is stored in a table, and wherein the processor is
further configured to obtain the signaling load value from the
table.

24. The first network node according to claim 13, wherein
the network node is a Mobility Management Entity, MME, a
Serving General Packet Radio Service Support Node, SGSN,
a Gateway General Packet Radio Service Support Node,
GGSN, a Serving Gateway, S-GW, a Packet Data Network
Gateway, P-GW, a Machine Type Communication Interwork-
ing Function node, MTC IWF.

25. The method of claim 1, wherein the first wireless com-
munication device is the same as the second wireless com-
munication device, whereby measuring the processing power
usage results in measuring the processing power usage asso-
ciated with the first wireless communication device.

#* #* #* #* #*
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